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Prompting Generative AI to Catalog
The Promise and the Reality

As libraries shift their budgets toward investing in digital resources and content, em-
ployees must also streamline work processes to accommodate thousands, if not mil-

lions, of titles. Missing or substandard metadata can hinder discoverability, impacting the 
library’s return of investment in these resources, not to mention the opportunity costs 
that result for our users.1

Thus, our library faced a quandary when notified in fall 2024 about nearly one hun-
dred ebook conference titles lacking associated MARC bibliographic records. Not only 
was the vendor unable to supply the records, but they didn’t even exist in WorldCat, 
our customary bibliographic to-go database of MARC records. How could we fulfill our 
commitment to provide access to these MARC records with the limited resources at our 
disposal?

Enter the ever-present hope that technological advancements can save time for the 
cataloger. Because the recent advancements of large language models (LLMs) pose 
disruptive ramifications for those working in knowledge industries, many library lead-
ers have recommended a proactive approach in experimenting with these tools.2 Some 
cataloging and metadata departments have responded to this call with experimentation 
and skepticism.3

Perhaps this need to catalog one hundred ebook conference titles could supply an oppor-
tunity for our own test case using a specialized generative artificial intelligence (AI) called 
CatalogerGPT.4 This plugin for OpenAI will generate MARC records or fields based on 
prompts and uploaded files. The output is generated in an easy-to-view and easy-to-edit 
format, a mnemonic text file familiar to most who use MarcEdit.5 These files can be easily 
copied and pasted into a blank MarcEditor file.

Although open source models exist, they often require technical expertise and time to 
implement, which may propel many catalogers to turn to CatalogerGPT or other commercial 
models instead. Our department’s own brief experimentation with this tool demonstrated 
that this model has the capability to draft descriptive cataloging and supply access points. 
Particularly impressive was the ability to generate a table of contents from an uploaded file. 
Perhaps such AI-generated records might prove better than brief or skimpy machine-generated 
records. Whether this tool would prove to be an oracle that could spit out a good enough 
cataloging record remained to be seen.
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Prompting the Oracle, or a Journey, of Many, Many Prompts
An employee downloaded the front matter for these ebooks. The frontmatter PDF files 
consisted of a title page, a title page verso, introductory material, and a table of contents. I 
thus embarked on the journey of multiple prompts in December 2024 to discover the best 
words and approach to obtain the desired record output. The chat transcript is available 
for viewing as well as through selected screenshots.6 Unfortunately, CatalogerGPT limited 
output to three MARC records a day using the uploaded files (unless we subscribed to a 
paid version per a pop-up box).

Experimentation over a few weeks yielded some observations. The first prompt requested 
“Create a MARC record from the attached content.” This one-shot prompt yielded a subpar 
record, not only needing extensive editing but also missing critical fields, such as a confer-
ence heading access point, genre headings, etc.

Figure 1: Initial screenshot of CatalogerGPT with suggestions.

ISBNs and titles were not transcribed correctly for some of the initial titles. Having an 
accurate title and ISBN comprised a bare minimum requirement because the records would 
be submitted to WorldCat.
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CatalogerGPT provided the following erroneous output for title field shown in Figure 2:
5245 10$aProceedings of the 2023 Ocean, Offshore, and Arctic Engineering  

Conference (OMAE2023)$nVolume 2 :$bJune 4-9, 2023, Melbourne, Australia.
The ISBN listed on title page verso for the example if 978-0-7918-8684-7. But CatalogerGPT 

generated the following erroneous output for the ISBN field:
5020 \\$a978079188

Revising a previously generated record to include in the prompt required time and cata-
loging knowledge (Figure 3). However, this extra effort reaped rewards by producing more 
reliable MARC output.

Figure 2: Title page of example volume.

Figure 3: Example MARC record.
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Not surprisingly, extra care needed to be taken with the model record because any  
inadvertent errors, such as with subfields, would be faithfully copied. In the 245 field below, 
$r should be subfield $c.

5245 10$aProceedings of the ASME 2023 42nd International Conference on Ocean, 
Offshore & Arctic Engineering (OMAE2023)$nVolume 2 :$bJune 11-16, 2023, Melbourne, 

Australia /$rConference sponsor: Ocean, Offshore and Arctic Engineering Division.
Here the generated field faithfully followed the model record to transcribe an erroneous 

$r in the 245 field.
5245 10$aProceedings of the ASME 2023 42nd International Conference on Ocean, 

Offshore & Arctic Engineering (OMAE2023)$nVolume 1 :$bJune 11-16, 2023, Melbourne, 
Australia /$rConference sponsor: Ocean, Offshore and Arctic Engineering Division.

Apart from human introduced mistakes in the model, wrong subfields were sometimes 
generated, such as in this conference heading:

5111 2\$aDesign of Medical Devices Conference$n(2024 :$dMinneapolis, Minn.)
The subfields in the heading should be:

5111 2\$aDesign of Medical Devices Conference $d(2024 :$cMinneapolis, Minn.)
Specifying very narrow instructions seemed to limit the model to generating a minimal 

record, lacking fields that were not explicitly mentioned, as if micromanaging the model 
constrained it (see Figure 4).

Figure 4: Prompt with narrow instructions.
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The fields missing from the generated MARC record (Figure 5) included:

•	Call number (050 field)
•	33x fields that are standard in current records (336, 337, 338 fields)
•	Notes about bibliography (504 field)
•	Summary (520 field)
•	Subject headings (6xx fields)
•	Sponsoring organizations (710 field)

We had high hopes about the possibility of obtaining a granular table of contents incor-
porating titles and authors of individual conference papers (metadata that normally would 
be too time-consuming for catalogers), but that exploration proved problematic:

•	The model would transcribe the first page of the table of contents and would need 
continuous prompting for subsequent pages.

•	It would often hallucinate titles of papers, requiring too much work reviewing and 
editing the records.

Even requesting valid Library of Subject Cataloging Headings did not necessarily result 
in authorized ones. Just when the prompt seemed refined enough to declare “finished,” an-
other error would pop up in the record. At least pointing out an error yielded a gratifying 
response (Figure 6).

What was the best prompt? It turns out that prompt engineering can also be delegated to 
CatalogerGPT—as shown, a question asking about what prompt to use and the resulting 
long response (Figure 7 and supplemental document).

In contrast to the nineteen words generated by the directive prompt (Figure 4), the 
open-ended question from Figure 7 produced a verbose response of 827 words excluding 
the MARC records. It also seemed a bit repetitive to include both an “ideal prompt” and 

Figure 5: Generated minimal record.
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an “example prompt” in its answer. It’s also clear that CatalogerGPT did not generate the 
featured MARC records from a vacuum but incorporated much of our previous prompts 
and example records in them. Catalogers will still need use their cataloging expertise in 
prework regardless.

Was this the prompt to end all prompts? Nope. Subsequent prompts still required continual 
tweaking, including emphasizing that the ISBN in particular should be accurate.

Evaluation of the Output (Oracle Answer)
Did the cataloging oracle live up to expectations and generate a good enough catalog record 
that saved time? It depends on your expectations.

Drafting a record via generative AI proved helpful but required constant vigilance to 
ensure the accuracy of transcription fields (title, ISBN) as well as the relevance of the ac-
cess points. Due to the limit of three a day, the routine for this project included generating 
MARC records each day, importing them into Connexion cataloging software, and revising 
them. The review included checking the following fields:

•	ISBN and title field (critical for identification)
•	Call number
•	Conference heading
•	Table of contents

Figure 7: Open-ended question about better prompt.

Figure 6: Pointing out error and CatalogerGPT response.
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•	Subject headings (via OCLC, controlling the headings revealed which ones were valid 
at a glance)

•	Access point for the organization as well as the sponsoring committee
•	Date of the metadata note was often wrong: “Some metadata was created with AI  

assistance on 2024-12-20”

The jagged technological frontier visualizes the boundary at which AI can be an asset 
versus a detriment for the user.7 Due to the inaccuracies of the generated MARC records in 
this project, MARC record generation barely landed on the favorable side of this frontier 
if using an effective prompt. However, even these records could not be trusted without a 
cataloger in the loop. Admittedly there is an art to cataloging, but it must be grounded in 
reality-based adherence to standards and norms, not one of creative writing.

There can be a steep learning curve to gaining the expertise of a cataloger, which by one 
recent estimate requires three to five years of experience to obtain.8 An experienced cataloger 
who uses all the tools of their trades (deriving records, macros, quick editing) can often 
catalog accurately and rapidly, particularly if the records are uniform enough. I do not rou-
tinely catalog in my current position, but in fifteen minutes, I was able to draft nine ebook 
conference volumes—three times more than CatalogerGPT would allow per day. By the end 
of the project, some of the records had been generated via generative AI and some through 
manual processes. All records needed further enhancement and review.

Yet framing expert catalogers against untrustworthy AI is an oversimplification and 
overlooks the advantages of a beneficial partnership. While the project proved more time 
consuming than anticipated, it still provided an enlightening exploration of the capabilities 
and limitations of a specialized generative AI at this current time. These models demonstrate 
clear potential to assist catalogers in their work but only under close supervision. These re-
sults also agree with several other research articles that concluded that LLMs could be useful 
in drafting records but still required human oversight (preferably with enough cataloging 
knowledge to efficiently evaluate the output).9,10

Conclusion
These AI tools could be especially helpful for generating potential subject headings and 
summaries in those areas that the cataloger lacks subject matter expertise with the caveat 
that any generated fields would still need to be validated.

Based on my experience, I have the following suggestions for any metadata worker con-
sidering such a project with LLMs.

1.	 Decide what fields are important and emphasize these in the prompt.
2.	 Create a model record (either from scratch or revising an initial draft generated by 

the LLM).
3.	 Use a prompt similar to the one CatalogerGPT suggested (supplemental document) 

or ask for suggestions on an effective prompt.
4.	 Prepare to review output records, particularly if they will be submitted to a coop-

erative cataloging database.

Hopefully, such suggestions can assist other catalogers and metadata workers in reaching 
an effective prompt in fewer attempts than this project (more than twenty-five prompts), 
thus compensating for some of the energy consumption expended. 
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