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How Well Does ChatGPT Handle Reference 
Inquiries? An Analysis Based on Question Types 
and Question Complexities

Katie Lai* 

To explore whether artificial intelligence can be used to enhance library services, this 
study used ChatGPT to answer reference questions. An assessment rubric was used 
to evaluate how well ChatGPT handled different question types and difficulty levels. 
Overall ChatGPT’s performance was fair, but it did poorly in information accuracy. It 
scored the highest when handling facilities and equipment-related questions but 
the lowest when dealing with e-resources access problems. ChatGPT was weak in 
answering advanced research questions, complex inquiries, and known item searches 
relating to a specific local environment, but it could be adopted to enhance library 
communication with users.

Introduction
The launch of ChatGPT has created a wave of discussion on artificial intelligence (AI). While 
some are amazed by its ability to provide answers on wide-ranging topics in conversational style, 
others are skeptical about the accuracy and credibility of the information it provides. Aiming 
to enhance library reference services, this study used ChatGPT to answer reference questions 
emailed to the Marvin Duchow Music Library of McGill University between September 2022 
and February 2023. An analysis using an assessment rubric was conducted to evaluate how 
well ChatGPT handled different types of questions and different difficulty levels based on the 
Reference Effort Assessment Data (READ) Scale. Statistical tests were employed to see whether 
there were statistically significant associations between variables. The goals are to explore 
whether ChatGPT could be used to enhance the quality and efficiency of the current music 
reference services, whether it can directly handle inquiries raised by users, and whether it can 
offer relevant information as a first step for librarians to handle complex research questions.

Literature Review
AI has become an integral part of everyone’s life, from checking the weather forecast using digital 
voice assistants such as Alexa to navigating in the city using Tesla’s full self-driving feature. In 
the context of libraries, the use of chatbots began as early as mid-2000s.1 McNeal and Newyear 
gave an overview on the history of the use of chatbots in libraries and highlighted some of the 
early initiatives, such as Stella, developed by the Bibliothekssystem Universität Hamburg in 2004; 
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Emma the Catbot, used by the Mentor Public Library in Ohio from 2009 to 2012; and Pixel, writ-
ten in 2010 by the University of Nebraska-Lincoln Libraries.2 These chatbots were designed to 
answer general library questions. In 2011, Tsinghua University Library created an AI talking 
robot Xiaotu to provide real-time virtual reference with capabilities to learn new knowledge 
from users through questions and answers.3 University of California Irvin Libraries also built 
the chatbot ANTswers in 2013 to handle simple and repetitive questions.4 In 2018, San Jose Uni-
versity started to develop its AI library chatbot, Kingbot, using Google’s Dialogflow to answer 
basic circulation and introductory reference inquiries.5 California State University San Marcos 
also used Dialogflow to create a chatbot to help professors answer assignment and syllabus-
related questions outside of class.6 Then, as chatbots were further developed, they began to 
focus not only on users’ information needs but also their other needs. For instance, University 
of Technology Sydney’s Lib-bot was designed to help undergraduates overcome research and 
library anxiety. With a potential to embed it into online learning management systems, it could 
proactively offer research advice before an upcoming assignment due date.7 In 2019, the Cali-
fornia State University system introduced their chatbots to connect with students remotely and 
build rapport to help them get on track with their studies during the COVID outbreak.8 Thus, 
the implementation of chatbots has seen a gradual expansion in libraries and higher education.

In November 2022, a revolutionary chatbot called ChatGPT was launched. Developed 
by OpenAI and fine-tuned from the GPT-3.5 large language model (LLM), ChatGPT, which 
stands for Chat Generative Pre-Trained Transformer, is able to understand user inputs and 
interact in a human, conversational way.9 With a large corpus of data, it can produce rel-
evant responses on a wide range of topics and handle language tasks such as translation and 
summarization. It was such a big hit to the world that within the first five days of its launch 
ChatGPT has attracted over one million users.10 

Seeing these AI advancements, the author wanted to see if ChatGPT could be used to support 
library reference services. A search for literature about ChatGPT and library reference services in 
Google, Google Scholar, and the Library, Information Science, and Technology Abstracts data-
base yielded little result. Those who attempted to evaluate ChatGPT’s performance in answering 
academic research questions mostly came from blogs and websites. For instance, Davis asked 
ChatGPT about two scientific controversies. While one of them was answered correctly, the 
other replied with a fabrication of “scientific evidence.”11 Similarly, Kendrick asked ChatGPT to 
provide information on a research topic and its related citations. While the writing part was of a 
comparable quality of a Wikipedia article, ChatGPT “failed miserably” in the citations provided.12 
In the comments column of Nature, Van Dis et al. noted that ChatGPT’s answers to questions that 
require in-depth subject knowledge were exceedingly general or often contained factual errors and 
misrepresentations.13 They advocate four priorities for research, including an author-contribution 
statement if AI technology is used, the non-recognition of LLMs as authors, more transparency 
in publishing policy and LLMs’ underlying training sets, and investments into open-sourced 
independent non-profit AI technologies by universities and scientific-funding organizations in 
order to minimize possible biases produced by the underlying datasets and algorithms used by 
commercial enterprises.14 The concerns for these “datasets and algorithmic black boxes” were also 
echoed by Nayyer and Rodriguez, who flagged the potential danger of using them as a tool to 
violate academic library professional standards, patron respects, or ethical standards.15

Other than the above commentary-like articles, which are casual in nature, there is only 
one original study that more closely resembles scholarly research. In Chen’s study, questions 
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were posed to both ChatGPT and traditional library chatbots, and their answers were com-
pared.16 Though attempting to discuss the impact of AI in library reference services, Chen’s 
study was however somewhat limited as only five questions were submitted to ChatGPT, 
and just one of the answers was compared with traditional library chatbots. Furthermore, the 
questions raised in Chen’s research, as well as in the other articles mentioned above, were 
topics or questions that happened to come to the writers’ minds. There was also no structured 
and systematic approach to analyze ChatGPT’s performance. Seeing the void, the author 
therefore conducted this analysis based on question types and question complexities in order 
to understand ChatGPT’s ability to handle inquiries received in an academic library setting.

Background
McGill University is a large research institution in Canada with a student body of around 
39,000. Its Schulich School of Music offers undergraduate to doctoral programs in diverse 
subjects such as orchestral instruments, opera, jazz, and sound recording. The Marvin Duchow 
Music Library, one of the twelve branches of McGill Library, is charged to support the teaching, 
learning, research, and performance needs of the School. Its clientele, however, goes beyond 
current students and staff to include alumni and community members because of its large 
and unique collections of music materials.

The Music Library maintains an email to which both McGill- and non-McGill-affiliated 
users could send inquiries about its collections, services, research, and any music- or library-
related matters. The questions received therefore cover all levels of studies and all disciplines 
of music, from performance to music technology. The email account is monitored by the Refer-
ence Team, which comprises music librarians and senior library assistants. Team members, in 
addition to a music degree, also possess a master of library science or are in pursuit of one. It 
is through this matrix of knowledge and expertise and a strong collaborative support system 
among team members that the Music Library ensures a high quality of reference services. The 
continuous pursuit of service excellence and efficiency thus motivates this research.

Methodology
An analysis using the questions received by the Music Library’s designated email was con-
ducted. The complexity of each question was rated using the READ Scale, and the answers 
provided by ChatGPT were evaluated using an assessment rubric. Fisher’s Exact tests were 
used to determine whether there were statistically significant associations between the quality 
of ChatGPT’s answers and the complexity and types of questions handled. 

Since the intent of this study is to see whether ChatGPT could be incorporated to comple-
ment and/or enhance existing library services, McGill University’s Research Ethics Board 
Office advised that an analysis conducted for program evaluation and quality improvement 
purposes as such does not need a research ethics approval.

Pool of Reference Questions
The 58 reference questions sent to the Music Library’s designated email address between Sep-
tember 2022 and February 2023 were included in this study. Inquiries that took place verbally 
at the service desk were excluded, since there was no verbatim record of the actual reference 
interviews. To give a general picture of the nature of questions received, these inquiries were 
categorized into seven types (table 1).
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To reflect the complexities of the questions involved, the inquiries were also ranked ac-
cording to the READ Scale.17 It is a six-point scale, with 1 for questions that need the least 
amount of effort and no specialized knowledge, skills, or expertise, to 6 for questions that 
require the most effort and time and in-depth research.18 The READ Scale reflects “the effort, 
skills, knowledge, teaching moment, techniques and tools utilized by the librarian during a 
reference transaction,” and is used by over 400 libraries worldwide.19

Assessment Rubric
An analytic rubric was created to evaluate the quality of answers by ChatGPT (table 2). Three 
aspects, namely completeness, accuracy, and the provision of further assistance, were exam-
ined in order to produce meaningful insights on ChatGPT’s strengths and weaknesses and 
to avoid an overly general impression of its performance. The accuracy of all information 
provided was verified by the author and in certain cases also in consultation with members 

TABLE 1
Seven Question Types (n=58)

Question Type Examples No. of Questions 
in the Study

Acquisitions Purchase request 7

E-resources access problem Remote access problem, failed to access e-resources 3
Facilities and equipment Noise complaint, problem with computers 5
Known item search Search for a specific title (either in the library or 

through ILL)
15

Other Student jobs, donation 10
Patron records and policies Extend due date, overdue fine, alumni access 8
Research Find materials on a topic 10

TABLE 2
Assessment Rubric

Criteria Quality of Response
1 Poor 2 Fair 3 Good

Completeness Did not address any of the 
user’s question(s)

Only addressed some (part) 
of the user’s question(s)

Completely addressed all 
the question(s) raised

Accuracy None of the information 
provided was correct

Provided both correct and 
incorrect information

All information provided 
was correct

Further 
assistance

Did not do any of the 
following: 
•	 Referred to other relevant 

sources/help when not able 
to fully answer question, 
or provided accurate 
additional information 
beyond initial inquiry;

•	 Invited user to contact a 
librarian

Only did one of the 
following: 
•	 Referred to other relevant 

sources/help when not able 
to fully answer question, 
or provided accurate 
additional information 
beyond initial inquiry;

•	 Invited user to contact a 
librarian

Did all of the following: 
•	 Referred to other relevant 

sources/help when not 
able to fully answer 
question, or provided 
accurate additional 
information beyond initial 
inquiry;

•	 Invited user to contact a 
librarian
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of the Reference Team to ensure that the answers were not “hallucination” or fabricated by 
AI. The relevancy of the information was assessed based on the context of the question and 
how the information would be used. Thus, if an answer was factually correct on its own but 
was unrelated to the essence of the inquiry or not deemed to be helpful to the user given the 
context, it was not considered as relevant or having provided further assistance.

ChatGPT
The author created a free account in February 2023. ChatGPT Feb 13 version with training 
data cut off in September 2021 was used to answer the reference questions in this study.20 

FIGURE 1
ChatGPT’s General Suggestion on a Known Item Search
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Note that although ChatGPT Mar 14 version (GPT-4), which could handle advanced reason-
ing and complex instructions, was launched on March 14, 2023, there were no updates to the 
free accounts as GPT-4 was only available to paid subscribers at the time of writing this paper.

Process
Each question was copied from the email and pasted into ChatGPT. Sensitive, confidential, or 
personally identifiable data were removed or replaced with fictitious data prior to entering 
into the prompts. 

Analyses
Qualitative Analysis
Below are selected examples of the “conversations” with ChatGPT.

Example 1. Known Item Search
Since this was the first question entered in this free ChatGPT account, the exact text from the 
email was copied into the chat box. It was a known item search for a book that McGill did not 
own but was available in other libraries. The user wanted to see if they could access it without 
paying a fee or buying it. According to the READ Scale, it was a level 2 question.

In the first response, ChatGPT provided general suggestions of using interlibrary loan, 
contacting the author/publisher, checking open access repositories, and buying/renting it from 
online bookstores (figure 1). 

While the options seemed sensible, they did not relate to McGill Library. So, the author 
revised the strategy and added “I’m a McGill University student” before retyping the question. 
This time, ChatGPT learned to tailor the answer to McGill Library and included a suggestion 
to search the McGill Library catalog. However, the response was still considered too general. 
Thus, the author once again tweaked the question and instructed ChatGPT to answer using 
a different role, as a McGill University librarian. This time, ChatGPT confirmed that McGill 

FIGURE 2
ChatGPT’s Response as a McGill Librarian on a Known Item Search
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Library did not own this book. It offered instructions on how to request an interlibrary loan 
(though not entirely correct), in addition to the options it had provided previously. It also invited 
the user to contact a McGill librarian should there be a need for further assistance (figure 2).

So, is the last version of the answer satisfactory? By telling ChatGPT to respond as a McGill 
librarian, it has learned to make reference to McGill Library. Though with some inaccuracies, 
the instruction to request the book through interlibrary loan was deemed useful. However, 
was it correct for ChatGPT to say that this title was not available at any McGill libraries? Ac-
cording to OpenAI, the free ChatGPT cannot search databases or access information outside 
of its static training data.21 So, it was likely that ChatGPT acknowledged the unavailability of 
the book by simply repeating what the user had inputted without checking the actual holdings 
in McGill’s library catalog. In this sense, using the assessment rubric in table 2, this ChatGPT 
answer received a score of 3 for completeness (because it did fully address the user’s ques-
tion), 1 for accuracy and 2 for further assistance.

Example 2. Fact Finding Relating to Historical Research
The next question entered into ChatGPT was more complex. It was a research type question 
and fell under level 5 of the READ Scale as it required subject expertise, research skills, and 
consultations with multiple sources.

FIGURE 3
ChatGPT’s Response to a Fact Finding Search for Historical Information



How Well Does ChatGPT Handle Reference Inquiries?  981

Here the user was trying to verify the premiere date of Beethoven’s Piano Concerto 
no. 5 from a 2014 publication by Henle because the date was believed to be different from 
what had been stated in most reference works (figure 3). In the first attempt, ChatGPT 
provided a date from the Thematic Catalogue of the Works of Ludwig van Beethoven, a major 
music reference work, but it also mentioned without citing the source(s) that there were 
a few private performances in Vienna in 1809 and in Prague in 1811 before the public 
premiere. With regard to the 2014 Henle publication, it is worth noting that ChatGPT did 
not recognize that the Thematic Catalog was indeed the 2014 Henle publication mentioned 
in the inquiry. Instead, it offered to search for a book by Henle to confirm the informa-
tion quoted in the Thematic Catalog. Thus, ChatGPT failed entirely to correlate with this 
basic fact.

When being asked to provide the source relating to the private performances suggested, 
ChatGPT quoted a passage from the liner notes of a sound recording by the famous pianist 
Artur Schnabel produced by EMI Classics in 2002. This would have been an impressive dis-
covery, if it had been true (figure 4).

Upon checking various sources and consulting with a Reference Team member, Chat-
GPT was correct that the first public performance date recorded in the latest 2014 edition of 
Ludwig van Beethoven: Thematisch-bibliographisches Werkverzeichnis (i.e., Thematic Catalog of the 
Works of Ludwig van Beethoven) was November 28, 1811, in Leipzig. However, the soloist was 
not Beethoven himself as claimed by ChatGPT, but Friedrich Schneider.22 As for the private 
performance prior to the public premiere, there was one in Vienna in the palace of Prince 
Lobkowitz, but it was in 1811,23 not 1809 as ChatGPT stated. In fact, the author was not able 
to locate any documents that had a mention of the private performance in 1809 in Vienna or 
1811 in Prague, nor the music album cited by ChatGPT.

FIGURE 4
ChatGPT’s Response to the Request of Information Source
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When the author pushed for more details about the sound recording suggested, ChatGPT 
finally admitted that there was no mention of the private performances in the recording, and 
it has misspoken (figure 5).

From this conversation, it is apparent that ChatGPT was quite confused, picked up bits 
and pieces of information from here and there, and mixed them together without adhering to 
the facts or what was written in the reference work. Hence, based on the wrong information 
provided and the lack of any proof for the alleged private performances, ChatGPT’s answer 
to this question was far from satisfactory and was therefore rated with a 3 for completeness 
(because it did fully address the user’s question), 1 for accuracy, and 1 for further assistance 
(since it did not suggest that the user contact a library for further assistance or provide ad-
ditional accurate information beyond the initial inquiry).

Example 3. Identify a Musical Work on the Radio
This was also a research type question and fell under level 5 of the READ Scale due to the 
lack of specificity, the inclusion of potentially wrong information in the inquiry, and the pos-
sibility of false leads.

The user would like the Music Library to identify a sound recording of a Mozart quintet 
performed by the Menuhin Ensemble, heard by a friend on the Sirius XM radio. Here, Chat-
GPT again performed poorly by first making up information that the Menuhin Ensemble 

FIGURE 5
ChatGPT’s Admission of Mistakes
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was a student ensemble at McGill University. Then, ChatGPT suggested that the user contact 
McGill’s Schulich School of Music for a copy of the recording (figure 6).

When comparing this with the answer provided by the Reference Team, the team member 
was able to accurately point out that the user’s friend might have been referring to the clari-
netist Anthony McGill, not McGill University, and that there were no recent performances of 
a Mozart quintet at McGill University. Furthermore, the team member even suggested a live 
recording of this piece in which Anthony McGill was involved and provided links to McGill’s 
library catalog and a YouTube video of that performance.

In this particular instance, it is apparent that ChatGPT was not able to detect potentially 
incorrect information in the inquiry. It even went on to make up things that were entirely 
untrue. Not only was ChatGPT far from being helpful, it was also indeed harmful by provid-
ing wrong information in such an assertive tone. In contrast, the reference team member suc-
cessfully identified false leads and counter-suggested information that was correct, sensible, 
and plausible. Because of ChatGPT’s unsatisfactory result, a rating of 3 for completeness, 1 
for accuracy, and 1 for further assistance was given.

FIGURE 6
ChatGPT’s Identification of a Musical Work
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Example 4. Handle a Complaint: An Alleged Non-Return of Item
Here ChatGPT was asked to draft a response to a complaint about the alleged non-return 
of a computing accessory following an automated reminder sent by the library system. The 
question type was patron records and policies, and it was rated at level 2 of the READ Scale. 

Unlike the previous examples, ChatGPT handled this complaint extremely well. It not 
only showed empathy about the inconvenience and frustration the user experienced, but also 

FIGURE 7
ChatGPT’s Handling of a Complaint
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stated the intended good purpose of the automated reminder and the follow-up the Music 
Library would do with the IT Department (figure 7). For a more complete answer and to ease 
the user’s mind, it would have been ideal if ChatGPT had acknowledged whether the item 
concerned had been properly checked in. However, as mentioned above, checking informa-
tion outside of its training data was beyond the scope of ChatGPT. Thus, despite the lack of 
such real-time information, ChatGPT received a rating of 3 for completeness, 3 for accuracy, 
and 3 for further assistance.

Example 5. Technical Issue When Logging into a Database
The library user wanted to know what activation code to enter when trying to access a playlist 
of sound recordings in an online streaming database. This belonged to the e-resources access 
problem question type and fell under level 3 of the READ Scale.

Here, ChatGPT provided some step-by-step guidance on how to obtain the activation 
code. However, the steps were incorrect, would not resolve the issue, and were more geared 
toward downloading the app rather than accessing the playlist (which could be easily reached 
by going to the web version) (figure 8). Hence, ChatGPT failed to appropriately answer the 
inquiry or provide an alternative, viable solution. The answer therefore received 1 for com-
pleteness, 1 for accuracy, and 1 for further assistance.

Example 6. Suggest a Purchase
The user would like the Music Library to buy a newly released book (figure 9). This belonged 
to the acquisitions question type and level 2 of the READ Scale. 

FIGURE 8
ChatGPT’s Response to an E-Resource Access Problem
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ChatGPT correctly suggested the user to fill out a Suggest a Purchase form, and the link 
provided, i.e., https://www.mcgill.ca/library/services/acquisitions/suggest-purchase, seemed 
right at first glance. However, upon clicking, the URL led to an invalid page because the correct 
link should have been https://www.mcgill.ca/library/contact/askus/suggest. In other words, 
ChatGPT has innovatively made up the URL by itself! Nonetheless, despite the inaccuracy, 
ChatGPT skillfully made no promise on the purchase but mentioned that the Library would 
consider the request and notify the user of the outcome. This is commendable, as it is impor-
tant not to give false expectation. Using the rubric, ChatGPT received a 3 for completeness, 2 
for accuracy, and 2 for further assistance.

Statistical Analysis
Descriptive Statistics
Among the fifty-eight questions received, a majority of them are known item search (26%), 
research questions (17%), and other inquiries (17%) (figure 10). Regarding question complex-
ity, based on the READ Scale, twenty-five (43%) are rated at level 2, sixteen (28%) at level 3, 
and none at level 6 (figure 11).

Using the assessment rubric in table 2, the overall average score for the quality of answers 
provided by ChatGPT is 2.07 out of 3 (table 3). This means the performance of ChatGPT was 
only fair. When examining the answer quality more closely, ChatGPT performed poorly in 
terms of accuracy and the provision of further assistance, with an average score of 1.79 and 
1.91 respectively. However, it did better in addressing most questions raised by users, as 

FIGURE 9
ChatGPT’s Response to a Purchase Suggestion

https://www.mcgill.ca/library/services/acquisitions/suggest-purchase
https://www.mcgill.ca/library/contact/askus/suggest
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FIGURE 10
Question Types (n=58)

FIGURE 11
Question Complexity (n=58)
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shown in the average score of 2.52 for completeness. This could be translated to the overall 
performance that ChatGPT was able to address most of the point(s) raised in users’ questions, 
but failed to provide all accurate information and relevant referral/additional information 
beyond the initial inquiry.

If evaluating based on the question type, ChatGPT on average scores the highest at 2.53 
when handling facilities and equipment related questions but the lowest at 1.78 when dealing 
with e-resources access problems.

Next, efforts were made to see how well ChatGPT handled inquiries at various difficulty 
levels. As shown in table 4, questions at READ level 1 received the highest overall average 
score of 2.89, and the answer quality is considered good. This means almost all the simple and 
straightforward questions in this study were answered fully and with accurate information 
and relevant further assistance. While this finding may not be surprising, it is on the other 
hand interesting to note that the lowest overall average score indeed goes to questions at 
READ level 3, which require some reference knowledge but not specialized subject expertise 
or a substantial amount of time. In terms of accuracy, ChatGPT performed the poorest and 
received a low average score of 1.50 when answering complex questions at READ level 5, 
which requires sophisticated research skills and subject expertise. Contrarily, the accuracy 
of answers for simple level 1 questions was good, as seen in the high average score of 2.67.

TABLE 3
The Average Quality of ChatGPT’s Answers Based on Question Type

Question Type Quality Overall 
Average QualityCompleteness Accuracy Further Assistance

Acquisitions (n=7) 2.00 2.00 2.14 2.05
E-resources access problems (n=3) 2.33 1.33 1.67 1.78
Facilities and equipment (n=5) 2.80 2.20 2.60 2.53
Known item search (n=15) 2.47 1.67 1.73 1.96
Other (n=10) 2.70 2.10 2.00 2.27
Patron records and policies (n=8) 2.50 1.75 2.00 2.08
Research (n=10) 2.70 1.50 1.60 1.93
Overall 2.52 1.79 1.91 2.07

TABLE 4
The Average Quality of ChatGPT’s Answers Based on Question Complexity 

Using the READ Scale
Question Complexity Quality Overall 

Average QualityCompleteness Accuracy Further Assistance
READ level 1 (n=3) 3.00 2.67 3.00 2.89
READ level 2 (n=25) 2.44 1.76 1.92 2.04
READ level 3 (n=16) 2.50 1.81 1.69 2.00
READ level 4 (n=12) 2.50 1.67 1.92 2.03
READ level 5 (n=2) 3.00 1.50 2.00 2.17
Overall 2.52 1.79 1.91 2.07
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Statistical Associations
Hoping to see whether there were statistically significant associations between (1) the com-
plexity of questions and the quality of ChatGPT’s answers and (2) the question types and the 
quality of ChatGPT’s answers, Fisher’s Exact Tests were conducted using STATA 15.1 MP-
Parallel Edition, since cell counts were smaller than 20 and/or a cell had an expected value 
of 5 or less. Table 5 lists out the two-tailed p-value of each pair of variables. Their respective 
descriptive statistics are provided in tables 6 to 11 of the appendix.

With the significance level at 0.05, there were no statistically significant associations be-
tween variables in Test numbers 1 to 5 of Table 5, since the p-values were greater than 0.05. 
However, for Test 6, the association did turn out to be statistically significant (p < 0.05). Hence, 
in general, the higher the complexity of the question, the better the provision of further assis-
tance in ChatGPT’s answer was (be that referral to other relevant sources/help when not able 
to fully address the question, referral to other accurate additional information beyond initial 
inquiry, and/or invitation to contact a librarian). Similarly, the simpler and more straightfor-
ward the question, the less additional assistance/referral is provided.

Observations
The qualitative and quantitative analyses above offer valuable insights as to how well Chat-
GPT performed in an academic library setting. Although no statistically significant association 
could be found between ChatGPT’s answer quality and most of the variables examined, its 
strengths and weaknesses could be observed.

Strengths
Trainable
ChatGPT remembers what was entered in earlier conversations. Once it is trained to answer 
in a certain way, e.g., as a McGill librarian in this case, it will continue the role and make re-
lated references such as the McGill library catalog, interlibrary loan services, etc., in the same 
chat session. This is useful and convenient, as repetitive instruction is not needed each time 
a question is entered.

Professional Responses
Without instructing the style and tone to be used, ChatGPT was consistently professional 
and courteous. For instance, in Example 4, when being asked to draft a reply to a complaint 
letter in which the user was apparently upset as seen in the strong language used, ChatGPT 

TABLE 5
P-values of Fisher’s Exact Tests

Test no. Variables p-value
1 Question type and completeness of ChatGPT’s answer 0.550

2 Question type and accuracy of ChatGPT’s answer 0.563
3 Question type and provision of further assistance in ChatGPT’s answer 0.189
4 Complexity and completeness of ChatGPT’s answer 0.833
5 Complexity and accuracy of ChatGPT’s answer 0.250
6 Complexity and provision of further assistance in ChatGPT’s answer 0.008
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professionally acknowledged the unpleasant experience encountered but at the same time laid 
out the related library policies and follow-up actions to be done without being too submis-
sive or defensive. This is commendable as handling a difficult situation like this requires staff 
members to step back and not be emotionally involved. Maintaining a neutral tone could be 
challenging in heated situations, but ChatGPT has done a professional job.

ChatGPT has also demonstrated its ability to determine how best to present its answers. 
When laying out detailed information in response to inquiries, point forms are often used, 
a presentation style that makes the information easy to be followed and understood. On the 
other hand, when being asked to draft a reply letter, ChatGPT suitably adopts a business 
letter format and writes in paragraphs with proper salutation, closing, and a signature line 
instead of in point form.

Multilingual
English and French are the two most common languages in Montreal, and the Music Library 
received inquiries in both. When a question in French was entered in ChatGPT, it automati-
cally replied in French. It was also able to draft a reply letter in French on request when the 
letter was initially in English. This language competency and flexibility facilitate the Music 
Library’s provision of customized services in the languages of users’ choice and help enhance 
library communications in general. 

Weaknesses
Unable to Detect Nuances
At times, ChatGPT seemed unable to detect nuances. As shown in Example 5, ChatGPT ad-
dressed the downloading of the Naxos app instead of the accessing of the course playlist. 
In another instance, ChatGPT mistook the request to extend the pickup date of an on-hold 
item for a request to extend the due date of a checked-out item. In addition, the differences 
between a regular URL and a proxied URL were not sufficiently recognized when ChatGPT 
was asked to resolve an e-resource access problem. If ChatGPT could have spotted the use of 
a non-proxied URL by the user rather than merely suggesting that the user clear the browser’s 
cache, it would have been able to provide a more appropriate solution.

Unable to Make Proper Referral to Other Units
Frequently when ChatGPT believed that the Music Library was not the appropriate place to 
handle the inquiries, it attempted to make referrals to other departments. Yet, the departments 
being referred to often did not exist. Even if they did exist, they were sometimes accompa-
nied by phone numbers that might belong to other units/persons. For example, an alumnus 
wanted to obtain a recording of their own composition while studying at McGill. Instead of 
directing the user to the Schulich School of Music, ChatGPT referred them to the Alumni Of-
fice (which does exist). Nevertheless, the phone number provided was one for the Montreal 
Neurological Institute, which has nothing to do with the Alumni Office, the Schulich School 
of Music, or the Music Library. 

Unable to Search Outside of Its Pre-Ingested Training Data
At the initial stage of this study, ChatGPT was not able to search beyond its training data, 
which ended in 2021. Thus, naturally it was not able to check the real-time availability of the 



How Well Does ChatGPT Handle Reference Inquiries?  991

items in the library when responding to a known item search. On March 23, 2023, OpenAI 
offered support for AI plug-ins that allow ChatGPT to search the internet and provide infor-
mation beyond its pre-ingested training data.24 This is promising but is yet to be tried out, as 
the author has been on the waiting list for weeks and still has no access to the new feature at 
the time of submitting this paper. 

Discussion
ChatGPT has no doubt attracted a lot of attention. People have also started to use it in all 
kinds of works, from generating compelling cover letters25 to identifying and fixing bugs in 
computer programing scripts.26 ChatGPT even achieved the 90th percentile in the Uniform 
Bar Examination.27 Yet, when it comes to academic library reference services, ChatGPT seems 
to lack the core knowledge for scholarly research and the necessary intelligence and logics to 
handle the seven types of questions examined here. This to a large extent could be attributed 
to the training data it contains. What data OpenAI has fed into ChatGPT is unknown, and the 
algorithms used are likely proprietary information. Thus, with many scholarly publications 
still under copyright and accessible only as paid subscriptions, how much of these contents 
can ChatGPT crawl remains uncertain. If most scholarly contents are still behind the paywall, 
this could substantially undermine the power of ChatGPT.

Another point to note would be ChatGPT’s ability to search for real-time information. At 
the time of this study, ChatGPT was not able to retrieve information beyond 2021. Nonethe-
less, OpenAI began to support AI plug-ins, as a beta experiment, as of March 2023. The author 
who is located in Canada has no access to these plug-ins at the time of submitting this paper. 
However, according to OpenAI, its web browser plug-in would allow ChatGPT to browse 
up-to-date information on the internet when needed.28 Its third-party plug-in could also con-
duct searches, obtain information from a specific third-party site, and perform actions in that 
site on behalf of the user.29 So, if these third-party plug-ins were applied to a library setting 
and connected ChatGPT to the library system or discovery service, does that mean it could 
overcome its current inability to check real-time availabilities of library items, as experienced 
in this study? Could ChatGPT also request an interlibrary loan or a scan of a book chapter on 
behalf of users? If these plug-ins performed as described, ChatGPT could significantly enhance 
users’ library experience and staff’s work performance and efficiency. 

Limitations and Future Research
This is an early attempt to explore the use of ChatGPT in library reference services. The ru-
bric was the main assessment tool, and the information provided by the Reference Team was 
used only as a reference to see what the correct answers could be. Thus, future studies could 
consider comparing the answer quality of ChatGPT and library staff using the same rubric 
and see whether AI could outperform librarians.

One point to note is that by using the analytic rubric, the author has made every effort 
to ensure an objective assessment of ChatGPT’s answers. However, inviting another librarian 
to do an independent evaluation could remove any potential grading bias.

Conclusion
Using real-life library inquiries received, this study reveals that ChatGPT is not yet able to 
provide satisfactory answers to all seven types of questions raised by music users in a large 
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academic institution. ChatGPT’s ability to handle reference inquiries is limited. While ChatGPT 
at times gives incorrect information and could not detect nuances, human staff members on the 
other hand are capable of picking up nuances in the questions, provide accurate information, 
offer additional relevant resources beyond the initial inquiry, and make appropriate referrals 
when situations warrant. All these abilities are lacking in the current version of ChatGPT, 
and this renders it unsuitable for handling user inquiries directly or gathering information 
for librarians to handle complex research questions. Nevertheless, ChatGPT could be a good 
tool for composing neutral-tone letters and professional responses, which would enhance a 
library’s communication with users.

Should libraries simply say no to ChatGPT? Not at all. ChatGPT and other LLMs indeed 
have significant potential to support library reference works. Many companies, such as Sales-
force, have already adopted generative AI technology to customize their own software in order 
to enhance efficiency and communication with clients.30 So, why not ride the wave and take 
advantage of it? With the rapid technological advancement and closer collaborations between 
LLMs and information providers (similar to the partnership between database vendors and 
discovery services), it is just a matter of time before AI could conquer most (if not all) of the 
weaknesses identified in this study. After all, fact-checking and critical thinking are some of 
the information literacy skills that librarians try hard to teach to students. Hence, as long as 
users and librarians are vigilant in evaluating the information provided by ChatGPT and the 
like, why run away from them? 

Librarians do not necessarily have to be experts in AI. A desire to try is all that is required 
to start the exploration.31 As Wheatley and Hervieux advocate, “rather than take a responsive 
or reactive approach, libraries can initiate these conversations in their strategic planning.”32 As 
ChatGPT becomes smarter and more capable of handling complex reasoning, so can librarians 
evolve and grow with technologies.
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Appendix. Descriptive Statistics

TABLE 6
Test 1: Question Type vs. Completeness in ChatGPT’s Answer

Question Type Completeness
1 Poor 2 Fair 3 Good

Acquisitions 3 1 3
E-resources access problems 1 0 2
Facilities and equipment 0 1 4
Known item search 4 0 11
Other 1 1 8
Patron records and policies 2 0 6
Research 1 1 8

Fisher’s exact = 0.550

TABLE 7
Test 2: Question Type vs. Accuracy in ChatGPT’s Answer

Question Type Accuracy
1 Poor 2 Fair 3 Good

Acquisitions 2 3 2
E-resources access problems 2 1 0
Facilities and equipment 0 4 1
Known item search 6 8 1
Other 2 5 3
Patron records and policies 3 4 1
Research 6 3 1
Fisher’s exact = 0.563

TABLE 8
Test 3: Question Type vs. Provision of Further Assistance in ChatGPT’s Answer

Question Type Further Assistance
1 Poor 2 Fair 3 Good

Acquisitions 1 4 2
E-resources access problems 1 2 0
Facilities and equipment 0 2 3
Known item search 4 11 0
Other 2 6 2
Patron records and policies 1 6 1
Research 5 4 1
Fisher’s exact = 0.189
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TABLE 9
Test 4: Complexity vs. Completeness in ChatGPT’s Answer

Complexity Completeness
1 Poor 2 Fair 3 Good

READ 1 0 0 3
READ 2 6 2 17
READ 3 4 0 12
READ 4 2 2 8
READ 5 0 0 2
Fisher’s exact = 0.833

TABLE 10
Test 5: Complexity vs. Accuracy in ChatGPT’s Answer

Complexity Accuracy
1 Poor 2 Fair 3 Good

READ 1 0 1 2
READ 2 8 15 2
READ 3 7 5 4
READ 4 5 6 1
READ 5 1 1 0
Fisher’s exact = 0.250

TABLE 11
Test 6: Complexity vs. Provision of Further Assistance in ChatGPT’s Answer

Complexity Further Assistance
1 Poor 2 Fair 3 Good

READ 1 0 0 3
READ 2 4 19 2
READ 3 6 9 1
READ 4 3 7 2
READ 5 1 0 1
Fisher’s exact = 0.008
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